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Question 1(a) 1. Find all the matrices which commute with the matriz (g :g)

2. Prove that the product of two n X n symmetric matrices is a symmetric matriz if and
only if the matrices commute.

Solution.

1.

CoG2) =620

= Ta+5b = Ta—3c i)
~3a—2b = Th—3d (i)

Te+5d = 5a—2c (i)

—3c—2d = bb—2d (1v)

(1) and (iv) = 5b = —3c. From (ii) we get d = a + 3b, and from (iii) we get the
same thing: 5a — 9¢ = ba 4+ 15b = 5d, or d = a + 3b. Thus the required matrices are

a b ) .
, a, b arbitrary.
(—gb a+ 3b

2. Given A’ = A B’ = B. Suppose AB = BA, then (AB) = B'/A’=BA = AB = AB
is symmetric. Let AB be symmetric. Then AB = (AB) = B’A’ = BA, so A and B
commute. Thus AB is symmetric < AB = BA when A’ = A B’ = B.
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Question 1(b) Show that the rank of the product of two square matrices A, B each of order
n satisfies the inequality
ra+rg—n <rap <min(ra,rs)

where rc stands for the rank of C, a square matrix.

(3) where G is a

Solution. There exists a non-singular matrix P such that PA = (
G
0
multiplying 75 non-zero rows of G with B. Thus rpag, which is the same as rank rag as P
is non-singular, < ry.

Similarly there exists a non-singular matrix Q such that BQ = (H O), where H is a
n X rg matrix of rank rg. Now ABQ = A (H 0) has at most rg non-zero, columns, so
raBq < 7B. Now rapq = 7aB as |Q| # 0, so rap < rp, hence rap < min(ra,rg).

Let S(A) denote the space generated by the vectors ry,...,r, where r; is the ith row
of A, then dim(S(A)) = ra, similarly dim(S(B)) = rg. Let S denote the space generated
by the rows of A and B. Clearly dim(S) < dim(S(A)) + dim(S(B)) = ra + rg. Clearly
S(A +B) C S. Therefore ra g < dim(S) <7 + 18-

Now there exist non-singular matrices P, Q such that PAQ = (I(T)A 8) or A =P! (18‘"
I, O

-1 __ —-1N-—1
0 IMA)Q —P'Q ', s0A+C

ra X n matrix of rank ro. Now PAB = B has at most 75 non-zero rows obtained on

0 0
_ p-1
Let C=P (0 I .

is nonsingular.
Now rank B = rank((A + C)B) < rank(AB) + rank(CB). But rank(CB) < rank(C)
n—ra. Thusrg < rap+n—ra = ra+rg—n < rap. Hencera+rg—n < rap < min(ra,rs

) Q!. Then A+C =P-! (

)
N

Question 1(c) If 1 < a <5, find the rank of the matrix

1 1 1 1
1 3 —2 a
A=19 924-9 —a—-2 3a—1
3 a+2 -3 20+ 1
1 0 0 0
Solution. |A| = 1 2 =3 a—1 by carrying out the operations Cy—C;, C3—
2 2a—4 —a—4 3a—3 3
3 a-—1 —6 2a — 2
2 -3 1 0 0 1
C,,C, —Cy. Thus |A] = (a—1)|2a—4 —a—4 3| =(a—1)|2a—10 —a+5 3| =
a—1 —6 2 a—>5 0 2
(a—1)(a—5)%
2
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Thus |A| # 0 when a # 1,a # 5. So for 1 < a < 5,rank A = 4.
If a =5,

W DN = =
~J 0 W =
|
\]
—
I

(C2 - Cl> CS - Cla C4 - Cl)

W N~ =
= o N O
|
Ne}
—
[\

(Ry — Ry, R — 2Ry, Ry — 3R,)

oS O O
= O N O
|
Ne)
—
[\

(R3 — 3R2, Ry — 2R»)

o O O
S o N O
S O = O

0
0

which has rank 2, as '(1) g‘ # 0, showing that rank of A is 2 when a = 5.
Ifa=1,

11 1 1
1 3 -2 1

A= 2 0 -3 2
3 3 -3 3
1 0 0 0
1 2 =30

~ 12 2 _5 0 (Co—Cy,C3 —Cy,Cy — Cy)
3 0 -6 0
1 0 0
which has rank 3 since [1 2 —3| # 0, showing that rank of A is 3 when a = 1. ||

2 -2 -5

Question 2(a) If the eigenvalues of a matriz A are X\;,7 = 1,2,...n and if f(z) is a
polynomial in x, show that the eigenvalues of the polynomial f(A) are f(X;),j =1,2,...n.
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Solution. Let x, be an eigenvector of \,. Then Afx, = A*1(Ax,) = \,AF1x, = ... =

Mex... Thus the eigenvalues of A* are )\?,j =1,2,...,n
Let f(x) = ap + a1z + ... + apz™. Then (agl + a1 A + ... + a, A™)x, = (ag + a1\ +
o+ apAN)x, = f(A)x,. Thus the eigenvalues of f(A) are f(\;),j =1,2,...n. i

Question 2(b) If A is skew-symmetric, then show that (I — A)(I+ A)~, where I is the
corresponding identity matriz, is orthogonal.

Hence construct an orthogonal matriz if A = ( 02 g)
b

Solution. For the orthogonality of (I — A)(I+ , see question 2(a) of 1999.

— 1 2 o b b —a
A= (4 ) mdreas ( = @A) =t (050,

B b —a b —a® —2ab b
Thus (I-A)(I+A) 1=a2—ib2(a b) (a b) Zﬁ( 2ab bQ—a)_ (ai:l?

a?+b2
which is the required orthogonal matrix. |

— e

Question 2(c) 1. If A and B are arbitrary square matrices of which A is non-singular,
show that AB and BA have the same characteristic polynomial.

2. Show that a real matriz A is orthogonal if and only if |Ax| = |x| for all x.
Solution.

1. BA = A"'ABA. Thus the characteristic polynomial of BA is |xI-BA| = [xA"'A —
A"'ABA| = |A7!||xI — AB||A| = [xI — AB| which is the characteristic polynomial
of AB.

2. If A is orthogonal, i.e. A’A =1, then |Ax| = VX'A’Ax = Vx'x = [x].
Conversely |[Ax| = |x| = xX’A’Ax = x'x = x'(A'A — I)x = 0 for all x. Thus
A'A —1=0, so A is orthogonal.

Note that is A = (a;;) is symmetric, and Z?jzl a;;x;x; = 0 for all x, then choose x = e; to
get e{Ae; = a;; = 0, and choose x = e;+e; to get 0 = x’Ax = a;;,+2a,;+aj; = 2a;; = a;; = 0.

(Here e; is the i-th unit vector.) Thus A = 0. i

Question 3(a) Show that a necessary and sufficient condition for a system of linear equa-
tions to be consistent is that the rank of the coefficient matrix is equal to the rank of the
augmented matrix. Hence show that the system

r+2y+524+9 = 0
r—y+3z2—2 = 0
3r—6y—2z—25 = 0

18 consistent and has a unique solution. Determine this solution.
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Solution. Let the system be Ax = b where A is m xn, xisn x 1 and b is m x 1. Let
rank A =r. A =[cq,Ca,...,Cy| Where each c; is an m x 1 column. We can assume without
loss of generality that cq,ca, ..., c, are linearly independent, » = rank A. The system is now

rici +x9Co + ...+ x,cp =Db

, where X' = (1, ...,x,). Suppose rank([A b]) = r. This means that out of n + 1 columns,
exactly r are independent. But by assumption, ¢y, cs, ..., c, are linearly independent, there-
fore these vectors form a basis for the column space of [A b]. Consequently there exist
Qi,...,q,. such that ajcy + ascy + ... + a,.c, = b. This gives us the required solution
{ai,...,a;,0,...,0} to the linear system.

Conversely, let the system be consistent. Let A = [c1, Ca, .. ., Cy] as before, with ¢q, ca, ..., C;
linearly independent, r = rank A. Since the column space of A, i.e. the space generated
by c1,¢€2,...,c, has dimension r, each ¢; for r +1 < j < n is linearly dependent on
C1,Ca,...,Cp. Since there exist aq,...,q, such that aycy + asceg + ... +a,c, = b, bis a
linear combination of ¢q, g, ..., c,. But each ¢; for r +1 < 57 < n is a linear combination of
C1,Ca,...,Cy, therefore b is a linear combination of ¢y, cs, ..., c,. Thus the space generated
by {c1,ca,...,cn, b} also has dimension r, so rank([A b]) = r = rank A.

1 2 5)
The coefficient matrix A = [1 —1 3 |. |A] =24 # 0, so rank A = 3. The aug-
3 -6 —1
1 2 5 -9 1 2 )
mented matrix B= (1 —1 3 2 | has rank < 3, but since |1 —1 3 | # 0, it has
3 —6 —1 25 3 —6 —1
rank 3. Thus the given system is consistent.

Subtracting the second equation from the first we get 3y + 2z + 11 = 0. Subtracting 3
times the second equation from the third, we get 3y + 10z + 19 = 0. Clearly z = -1,y =
—3 = x = 2. Thus (2, -3, —1) is the unique solution. In fact the only solution of the system

T -9 2

y|l=A"1(2 |=[-3

z 25 —1
| |
Question 3(b) In an n-dimensional vector space the system of vectors x;,j =1,...,r are
linearly independent and can be expressed linearly in terms of the vectors yp,k = 1,...,s.

Show that r < s.
Find a mazximal linearly independent subsystem of the linear forms

fi = v4+2y+2+3t
fo = 4dx—y—5z—6t
f3 = x—3y—4z—"Tt
fi = 2c+y—=z
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Solution. Let W be the subspace spanned by yr,k = 1,...,s. Then dimW < s. Since
x; € W,j = 1,...,r because x; is a linear combination of y,,k = 1,...,s, and x;,7 =
1,...,r are linearly independent, dimW > r = r < s.

Clearly f; and f; are linearly independent. f5 is linearly expressible in terms of f; and f;
because fo = afi+bfs = a+2b=4,2a+b=—1,a—b=5,3a = —6 = a = —2,b = 3 satisty
all four, hence fo = —2f; + 3f;. Similarly f3 = —%fl + §f4. Thus {f1, f4+} is a maximally
independent subsystem. |

Paper 11

Question 4(a) Let T : V — W be a linear transformation. If V is finite dimensional,
show that
rank 7" + nullity 7" = dim V

Solution. See question 1(a) of 1992. i

Question 4(b) Prove that two finite dimensional vector spaces V, W over the same field F
are isomorphic if they are of the same dimension n.

Solution. Let dimV = dimW = n. Let vy,...,v, be a basis of V, and wy,...,w, be a
basis of W. Define ' : V — Wby T(v;) = w; and if ve V,v = > a;v;;a; € R then
T(v)=> " ,aT(v;). Then

1. T is a linear transformation. If v=>"" a;v;,u=> " bv; then

n

T(av + fu) = T(Z(Oéai + 6b:)T(vs)

= Z(Oéaz‘ + Bb)T (v;)

= i aiT(Vi) + 3 i bz‘T(Vz‘)
i=1 i=1

= aT(v)+ (T (u)

2. Tis 1-1. Let T(v) = 0, where v = >"" a;v; Then 0 = T(v) = > " a;T(v;) =

Sor i aiw; = a; =0,i=1,...,n, because wy,...,w, are linearly independent. Thus

T(v)=0=v=0.

3. T'isonto. If w e W and w = """  b;w;, then T'(v) = w where v=> " bv;.
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Note: The converse of 4(b) is also true i.e. if T : V — W is an isomorphism i.e. V, W are
isomorphic, then dimV = dim W.

Let vq,...,v, be a basis of V. Then {w; =T(vy),...,w, = T(v,)} is a basis of W.

Wi,..., W, are linearly independent. If > bw; = 0, then Y bTv; = 0 =
T rgbivi) =0= 3" biv;=0= b, =0 for 1 <i<n, because vy,...,v, are linearly
independent.

wi,..., W, generate W. If w € W, then there exists a v € V such that T'(v) = w,
because T' is onto. Let v = Y " jb;v;, then w = T(v) = T(D>_"  bivi) = > o bT(v;) =
D i biwi.

Question 5(a) Prove that every square matriz is the root of its characteristic polynomial.
Solution. This is the Cayley Hamilton Theorem. Let A be a matrix of order n. Let
A —z2I| =a,+ a1z + ...+ apa”
Then we wish to show that
al+a;A+...+a,A" =0

Suppose the adjoint of A — 21 is By + Bz + ...+ B,_12" !, where B, are matrices of order
n. Then by definition of the adjoint,

(A — xI)(BO + Bll’ + ..+ anlwnil) = |A — .TIlI

Substituting for |A — zI| the expression a, + a;x + ... + a,2™ and equating coefficients
of like powers, we get

ABy = a,l
ABl — BO = alI
ABQ — B1 = CLQI

Aanl_Bn72 = apl
_Bn—l = anI

Multiplying these equations successively by I, A, A2 ... A" on the left and adding, we get
0=aJ+aA+ ...+ a,A", which was to be proved. |
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Question 5(b) Determine the eigenvalues and the corresponding eigenvectors of

2 21
A=1[1 31
1 2 2
Solution.
A—2 =2 —1
M—Al=| -1 A=3 —-1| =0
-1 -2 A=2
= A=22A=3)—2A—=2)+2(-A+2)—2-2—-(A=3) = 0
= A2 —4AA+4)A=3)=bBA+7 = 0
= M7+ 1IN =5=A—1)(A—=6A+5) = 0
= A=1,51

Let (z1, 22, 23) be an eigenvector for A = 5. Then

3 -2 -1 I
1 2 —1]|[|x]=0
-1 -2 3 T3

Thus 3z1 — 229 — 23 =0, —21 + 229 — 23 =0, —21 — 229 4+ 323 = 0 = 1 = 29 = x3. Thus
(1,1,1) is an eigenvector for A = 5. In fact (z,x,z) with x # 0 are eigenvectors for A = 5.
Let (x1,x9,23) be an eigenvector for A = 1. Then

1 -2 —1\ /=
1 -2 1| [x]=0
1 -2 —1) \u;

Thus z1 4+ 2292 + x3 = 0. We can take x; = (1,0, —1) and x2 = (0, 1, —2) as eigenvectors for
A = 1. These are linearly independent, and all eigenvectors for A = 1 are linear combinations
of x1,Xs.

11 0 5 0 0
LetP=[1 0 1 |. Then P!'AP=(0 1 0
1 -1 =2 0 01

Question 5(c) Let A and B be n square matrices over F. Show that AB and BA have
the same eigenvalues.

Solution. If A is non-singular, then
BA =A'ABA = |21 -BA| =[zA'A - A"'ABA| = |[A!||21 — AB||A| = |2] — AB|
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Thus the characteristic polynomials of AB and BA are the same, so they have the same

eigenvalues.
If A is singular, then let rank(A) = r. Then there exist P, Q non-singular such that

PAQ — G] 8). Now PABP! — PAQQ'BP' — (IO g) Q'BP . Let Q- 'BP ! =
B, B, : . : .
B. B , where By isr xr, Bogisrxn—r,Bsisn—r xr, Byisn—r xn —r. Then
3 Dby
PABP ™! = (IOT 8) (gl EZ) = (]%1 ]?)2), so the characteristic roots of AB are the
3 Dy

same as those of By, along with 0 repeated n — r times.
Now Q'BAQ = Q'BP 'PAQ = (Bl B2) (IT 0) = (Bl O) so the character-

B; By 00 B; 0
istic roots of BA are the same as those of By, along with 0 repeated n — r times. Thus BA
and AB have the same characteristic roots. |
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