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Question 1(a) Show that fi(t) = 1, fo(t) =t — 2, f3(t) = (t — 2)* forms a basis of Pz =
{Space of polynomials of degree < 2}. Express 3t*—5t+4 as a linear combination of f1, fa, f3.

Solution. If a; fi + aafo + asfz = 0, then a3 being the coefficient of t? is equal to 0. Then
coefficient of ¢ is as so it must be 0, hence a; = 0. Thus fi, fs, f3 are linearly independent.
Since {1,t,t*} is a basis for Ps, its dimension is 3, hence fy, fo, f3 is a basis of Ps.

Now by Taylor’s expansion p(t) = 3t> — 5t + 4 = p(2) + p/(2)(t — 2) + L2 (¢ — 2)?
6+ 7(t—2)+3(t—2)2 = 6fs + Tfo+3fs.

Question 1(b) Let T : R* — R3 be defined by
T(a,b,c,d) =(a—b+c+d,a+2c—d,a+b+3c—3d),a,b,c,d e R
Verify that rank(T) + nullity(T) = dim(V4(R).

Solution. Let

T(1,0,0,0) = (1,1,1) =,
T(0,1,0,0) = (=1,0,1) = va
T(0,0,1,0) (1,2,3) = vs
T(0,0,0,1) = (1,—1,—3) = vy

T(R?) is generated by vy, va, vs, v4 and therefore a maximal independent subset of vy, va, Vs, v4
will form a basis of T(R*). vy, vy are linearly independent because if avy + 3vy = 0, then
a—pF=0,a=0s0a=03=0.

vg is dependent on vy, vsy, because if v3 = avy + vy, then a - =1,a=2,a+ (=
3=>a=2,0=1..v3=2vy + Va.
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v4 is dependent on vy, vy, because if vy = avy 4+ vy, thena— =1, a=—-1,a+ 3 =
B=>a=-1,0=-2..v4=—Vvy — 2Vs.

Thus vy, Vo is a basis of T(R?), so rank T = 2.

Now (a,b,c,d) € kerT < a—b+c+d =0,a+2c—d =0,a+b+3c—3d =0
Choosing particular values of a, b, c,d, we see that (1,2,0,1),(—1,1,1,1) € ker T and are
linearly independent, so dimker T > 2. But (1,2,0,1),(—1,1,1,1) generate ker T, because
if (a,b,c,d) € ker T, and (a, b, c,d) = «(1,2,0,1) + 5(—1,1,1,1), then a« — f = a,2a+ 3 =
b,=ca+ [ =d,soa=a+c, 3= cand these satisfy the remaining equations 2a + =
b,a+ B = d, because (a,b,c,d) € ker T and therefore a —b+c+d = 0,a+ 2c—d = 0. Thus
(a,b,c,d) = (a+¢)(1,2,0,1) + ¢(—1,1,1,1), so dimker T = nullity T = 2

Hence rank T + nullity T = 4 = dim(R*), as required. i

Question 1(c) If T is an operator on R*® whose basis is B = {(1,0,0),(0,1,0),(0,0,1)}

such that
0 1 1

T:Bj=(1 0 -1
-1 -1 0

find a matriz of T w.r.t. a basis By = {(0,1,—1),(1,—1,1),(—=1,1,0)}.

Solution. The basis B is the standard basis, hence the representation of By in this basis is
as given. (Note that if B were some other basis, we would write By in that basis, and then
continue as below.) Let v = (0,1, —1),va = (1,—1,1),vg = (—1,1,0). Then

T(Vl) == (0, 1, —1) = Vi
T(vy) = (0,0,0)=0
T(Vg) == (1,—1,0) = —Vg3

Thus

Note: The main idea behind the above solution is to express T(vi) = > a;;vi. Now
we solve for «a;; to get the matrix for T in the new basis.

An alternative is to compute P7![T : B|P, where P is given by [vy, ..., vy = [e1,...,e,|P
or P =[vy,...,vy']. Show that this is true. i

Question 2(a) If A = (a;;) is an n X n matriz such that a; = n,a;; = if i # j, show that
A—(n—r)IA-(n—-r+nr)I =0

Hence find the inverse of the n x n matric B = (b;;) where b;; = 1,b;; = p,i # j and

pF#Lp#
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Solution. Let C = A — (n —r)I, then every entry of Cisr. Let D=A — (n—7r+nr)l =
C — nrl. Thus CD = C? — nrC. Each entry of C? is nr?, which is the same as each entry
of nrC, so CD = 0 as required.

The given equation implies

AA-2n—2r+nr)l]=—(n—r)(n—r—nr)l

Let A = nB, where r = pn. Thus A satisfies the conditions for the equation to hold, so
substituting A and r in the above equation

nBnB — (2n —2np +n*p)I] = —(n —np)(n —np —n?p)l
BB - (2-2p+np)l] = —(1—=p)(1—p—np)]l
1

B! = — B—(2-2p+np)l

(1—0)(1—p—np)[ ( "
Thus the diagonal elements of B™! are all (171/5(21'”—;”7%, while the off-diagonal elements are
all G e ]

(1-p)(1=p—np)"

Question 2(b) Prove that the eigenvectors corresponding to distinct eigenvalues of a square
matriz are linearly independent.

Solution. Let x1,Xs3, ..., X, be eigenvectors corresponding to distinct eigenvalues Ay, ..., A,
of a matrix A. Let a1xq1 + ...+ a,x, = 0,a; € R. We shall show that a; =0,1 <17 <.
Let Ly = []_,(A — \I). Note that the factors of Ly commute. Thus Lyxy = [[;_;(A —

MDD (A — AoI)xa = 0 because Axy = A\yXg. Similarly Lixz = ... = Lix, = 0. Moreover
L]_X]_ = ()\1 - )\2) . ()\1 - )\T)X]_.
Consequently

0 = Li(axy+...+a:%xy)
= a1Llixy

= al()\1 — )\2) N ()\1 — )\r)Xl

AM—A#0,2<i<r and x; # 0so a; =0.
Similarly taking L; = [[j=1(A — \;I), we show that a; = 0 for 1 < ¢ < r. Thus
7

K3
X1, Xa, ..., Xy are linearly independent.
| |

Question 2(c) Determine the eigenvalues and eigenvectors of the matriz

A_:

S O W

1
2
0

Ot O =~
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Solution. The characteristic polynomial of A is [A\I — A| = (A — 3)(A —2)(A —5).! Thus
the eigenvalues of A are 3, 2, 5.
If x = (x1, 29, x3) is an eigenvector corresponding to A = 3 then

0 1 4 T
(A-3Dx={0 -1 6] [22] =0
0 0 2 xT3

Thus zy + 423 = 0, —x9 + 623 = 0,223 = 0, take z; = 1,29 = 0 to get (1,0,0) as an
eigenvector for A = 3. All the eigenvectors are (z1,0,0),x; # 0.
If x = (21,9, x3) is an eigenvector corresponding to A = 2 then

11 4 T
(A—2D)x=10 0 6] |22| =0
00 3/ \uzs

Thus x1 + x5 + 423 = 0,623 = 0,3x3 = 0, take ;7 = 1 to get (1,—1,0) as an eigenvector for
A = 2. All the eigenvectors are (x1, —1,0), 1 # 0.
If x = (21,29, x3) is an eigenvector corresponding to A = 5 then

-2 1 4 T
(A-5Dx=|0 -3 6| [z]| =0
0 0 0 T3

Thus —2x1 + 29 + 423 = 0, —3x9 + 623 = 0, take 23 = 1 to get (3,2,1) as an eigenvector for
A = 5. All eigenvectors are (3x3, 2z3, x3), x3 # 0. [ |

Question 3(a) Show that the matriz congruent to a skew symmetric matriz is skew sym-
metric. Use the result to prove that the determinant of a skew symmetric matriz of even
order s the square of a rational function of its elements.

Solution. Let B = P’AP, be congruent to A, and A’ = —A. Then B’ = P’'A'P =
—P’AP = —B, so B is skew symmetric.

We prove the second result by induction on m, where n = 2m is the order of the skew
symmetric matrix under consideration. If m =1 then A = ( % &),|A| = a?, so the result is
true for m = 1.

Assume by induction that the result is true for all skew symmetric matrices of even order
< 2m. If A = 0, there is nothing to prove. Otherwise there exists at least one non-zero
element a;;. Changing the first row with row j, we move a;; in the first row. Changing

!Note that the determinant of an upper diagonal or a lower diagonal matrix is just the product of the
elements on the main diagonal.

4
For more information log on www.brijrbedu.org.

Copyright By Brij Bhooshan @ 2012.



column 1 and column j, we get —a;; in the symmetric position. Now by multiplying the new
matrix by suitable elementary matrices on the left and right, we get

0 Qi x>k ce *
—a;; 0 * * . *
P'AP = * *
A2m—2
* *

Now we can find P* a product of elementary matrices such that

0 Qi 00 PN 0
P'P'APP*=| 0 0

. Ao o

0 0

Thus det A = determinant of a skew symmetric matrix of order 2 x determinant of a
skew symmetric matrix of order 2(m — 1). The induction hypothesis now gives the result.

Question 3(b) Find the rank of the matrix

where aa’ + bb' + ¢ = 0, a,b, ¢ positive integers.

Solution. The rank of a skew symmetric matrix is always even?
0,rank A > 2.

If ¢ # 0, then

. Since | % §] = & >

0 c —b d
cd 0 ad bV
b —a 0 (¢

—a =b —-d 0

Adding b'R3 — aRy4 to Rg, all the entries of the second row become 0, so —¢'|A| = 0 =
|A| =0 =rank A <4 = rank A = 2.

—d|A| =

2We can prove this by induction on the order of the skew symmetric matrix S. It is true if Sis a 1 x 1
matrix, since it must be the 0-matrix, thus has rank 0. Now given an (n + 1) x (n + 1) matrix S, we can
write it as (_cf), '8), where C is skew symmetric, and hence has even rank by the induction hypothesis. If b
is linearly dependent on the columns of C, then by a series of elementary operations on S, we can transform
it into P'SP = (g, 8)7 so rank S = rank P’SP = rank C. If b is linearly independent of the columns of
C, then b’ is linearly independent of the rows of C, so rank S = rank( < 3) = rank[C b] + 1(". [-b0] is
independent of the rows of [C b|) = rank C + 2, which is also even.
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If ¢ =0,
0 ¢ —b da
c 0 a ba
b —a 0 0
—ada —ba 0 O

alAl =

Adding —b'R3 to Ry, we see that the fourth row has all 0’s, hence rank A = 2 as before.
Alternate solution:

0 ¢ —=b d
— 0 a ¥V
—alA| = b —a 0 (¢

aa’ abl acd 0

Add —dRs, and V'R3 to Ry, then all entries of the last row become 0. So rank A < 4, and
by the reasoning above, rank A > 2, rank A # 3 so rank A = 2. |

Question 3(c) Reduce the following symmetric matriz to a diagonal form and interpret the
results in terms of quadratic forms.

3 2 -1
A=|2 2 3
-1 3 1
Solution.
(afyz)A(g) = 32% 4+ 2% + 2* + day — 222 + 6yz
2 1 2 2 22
_ 3 2 Lo, 49 29 22
(:1:+3y 32)+3y +327+ Syz
2 1 2 11 117
_ 3 2 19 <4 Ao L7,
(m+3y 32) +3(y+ 2z) i °
2 117
= 3X24+ 2y — 72
+3 6

where X = x—%y—%z,Y = y—l—%z,Z = z. This implies z = Z,y = Y—%Z,x =
X+23(y-U7)-1Z=X+2v —-4Z

1 2 —4 30 0
Thenif P= |0 1 —% , we have PAP = | 0 % 0
00 1 0 0 —%
The quadratic form associated with A is indefinite as it takes both positive and negative
values. Note that x’Ax and x’P’APx’ take the same values. |
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