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Question 1(a) In R* let W be the space generated by {(1,1,0,—1),(2,4,6,0)} and let W
be space generated by {(—1,—2,-2,2),(4,6,4,—6),(1,3,4,—3)}. Find a basis for the space
Wi +Ws.

Solution. Let vy = (1,1,0,—1), va = (2,4,6,0), vg = (—1,—-2,-2,2), v4 = (4,6,4,—6), v5 =
(1,3,4,—3). Since w € W; + W, can be written as w = w1 + wa, and w1 = a;vy + aaVva
and wo = a3vy + auvy + asvs, it follows that w is a linear combination of vi = W; + W,
is generated by {v;,1 <4 < 5}. Thus a maximal independent subset of {v;,1 < i < 5} will
be a basis of W; + W.

Clearly vy and vy are linearly independent. If possible, let v = A\;vy + Agva, then the
four equations

A F+2\ = —1
AM+H4r = =2
0N+ 6y = —2
A1 +0XN = 2
should be consistent and provide us A;, A\s. Clearly the third and fourth equations give us
A =2, = —% which do not satisfy the first two equations. Thus vy, va, v3 are linearly
independent.

If possible let v4 = A\1vy + Aava + A3vs. Then

A+ 20 — Ay =4 (1a)
A +4d — 203 =6 (1b)
0A; + 6y — 2Xg = 4 (1c)
—A1 + 0y +2X3 = —6 (1d)

1
For more information log on www.brijrbedu.org.

Copyright By Brij Bhooshan @ 2012.



Adding (1b) and (1d) we get 4\y = 0, so Ay = 0. Solving (1a) and (1b) we get A3 = —2,\; =
2. These values satisfy all the four equations, so v4 = 2vy — 2v3.
If possible let v = A\ivy + A\ava + A\3v3. Then

AM+2N—A3=1 (2a)

A +4h — 203 =3 (2b)

0)\1 + 6)\2 — 2)\3 =4 (QC)

—A1 + 0y +2X3 = =3 (Qd)

Adding (2b) and (2d) we get 4Xs = 0, so Ay = 0. (2c) then gives us A3 = —2, and
(2a) now gives \; = —1, which satisfies all equations. Thus vs = —v; — 2vz. Hence
{(1,1,0,-1),(2,4,6,0),(—1,—2,—2,2)} is a basis of W; + W. i

Question 1(b) Let V be a finite dimensional vector space and v € V,v # 0. Show that
there exists a linear functional f on'V such that f(v) # 0.

Solution. Complete v to a basis of V, say {v1 = v, va,..., vy}, where dimV = n. Define
fvs) =6y and fOYavi) = a;f(vy).
j=1 j=1

Clearly f is a linear functional over V,and f(v) = f(vq1) = 1. Note that f(v;) =0,7 > 1
and if any w € V,w =) a;vi, f(W) = a;. [

Question 1(c) Let V = R3 vy, va,v3 be a basis of V. Let T : V — V be such that
T(v;) =vyi+ va+vs, 1 <i<3. By writing the matriz of T w.r.t. another basis show that
the matrices

1 11 300
A=|111)] andB=10 0 0
1 11 000
are similar.

Solution. Clearly A is the matrix of T w.r.t. the basis vy, vy, v3. Note that

[T(v1), T(ve), T(vs)] = (v1, V2, V3)A

Let
Wi = Vi+Vg+Vg
W2 = Vi — V3
W3 — Vg — Vg

= T(wy) = 3wy, T(wz)=T(ws)=0

We now show that wi, ws, ws is a basis for V, i.e. these are linearly independent.
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Let aw; + fwa + yws = 0, then (o + B)vy + (o — f+ 7)va + (o — y)vg = 0. But
Vi, Vo, vy are linearly independent, therefore o + 3 =0, a—-f+7=0a—7=0= a =
08 =~v=0= wy,ws, Wz are linearly independent.

The matrix of T w.r.t. the basis wy,ws,wz is clearly B. Note that the choice of
W1, Wo, W3 is suggested by the shape of B.

If (Wi, wa, w3) = (v, v, v3)P,|P| # 0 then B=P AP, so A and B are similar. i

Question 2(a) Let V=R3 and T :V — V be a linear map defined by

What is the matriz of T w.r.t. the basis (1,0,1),(—1,1,1),(0,1,1)? Using this matriz write
down the matriz of T with respect to the basis (0,1,2),(—1,1,1),(0,1,1).

Solution. Let vy = (1,0,1),vo = (=1,1,1),v3 = (0,1,1). T(x,y, 2) = (z+z, —2z+y, —z+
2y+2) = avi+[va+yvs, say. This means a—f = x+z, f+7 = —2z+y, a+[+7 = —z+2y+
z. This implies « = z+y+2,08 =y,v = —2x. Thus T(z,y,2) = (r+y+2)vy +yve —2xV3.
Hence

2 1 2
[T(Vl) T(Vz) T(Vg)] = [Vl Vo V3] 0 1 1
-2 20
Let w; = (0,1,2),wy = (—1,1,1),ws = (0,1,1). Then
1 00
[Wl Wo W3]:[V1 Vo V3] 1 10
0 01
Hence
[T(w1) T(wz) T(ws)] = [T(v1) T(vz) T(vs)]P
= [Vl Vo V3]AP
= [Wl Wo W3]P_1AP
where
2 1 2 1 00
A=|0 1 1}, P=1110
-2 20 0 0 1
Thus the matrix of T w.r.t. basis wy, wg, Wg is
1 00 2 1 2 1 00 3 1 2
P'AP=[-1 10 0 11 11 0]=(-20 -1
0 01 -2 20 0 01 0 2 0
[ |
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Question 2(b) Let V and W be finite dimensional vector spaces such that dimV > dim W.
Show that there is always a linear map of ¥V onto V.

Solution. Let wi,was, ..., Wy, be a basis of W, and vy, Vs, ..., v, be a basis of V,n > m.

Define
T(v;)=w;, i=1,2,....,m

T(vi) =0, i=m+1,...,n
and for any v e V,v=> " vy, T(v) =Y ", i T(vy).
Clearly T : V — W is linear. T is onto, since if w € W,w = > " a;w;, then
T " aivi) =Y. a;T(vi) = w, proving the result. [

Question 2(c) Solve by Cramer’s rule

r+y—2z =
20— 7z = 3
r+y—z =
Solution.
1 1 =2 -1 -1 =2
D=2 0 -7/ =|-5 =7 =7 =-2
1 1 -1 0 0 -1
1 1 =2 1 1 =2
3 0 -7 3 0 -7
5 1 —1 4 0 1 31 31
1 1 -2 1 0 O
2 3 =7 2 1 -3
1 5 —1 1 4 1 13 13
y= D = D =5 =32
1 11 1 11
20 2 0 3
1 15 0 0 4 _3
©= D = D =4

Question 3(a) Find the inverse of the matriz

0100
0010
A= 0001
100 0
by computing its characteristic polynomial.
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Solution. The characteristic polynomial of A is

X 1 0 0
0O =X 1 0
[A = AL = 0 0 =X 1

1 0 0 =\
= AN -11]=M-1=0

Thus by the Cayley-Hamilton theorem, A* =1, so A1 = A3,
0100 0100 0010
A2 _ 0010 0010 [O0O0O0OT1
|10 001 0001 |1 000
1 000 1000 0100
0010 0100 0001
0001 0010 1000
3 _ _ _ A1

A= 1 000 0001 (0100 A

0100 1 00 0 0010

Question 3(b) If A and B are n x n matrices such that AB = BA, show that AB and
BA have a common characteristic vector.

Solution. Let )\ be any eigenvalue of A and let V) be the eigenspace of A corresponding to A.

We show that B(Vy) C V). Let v € V), then A(Bv) = B(Av) = B(Av) = ABv = Bv € V,.

Consider B* : Vy — V), such that B*(v) = B(v) — note that B* is a restriction of B
to YV and we have already shown that B(Vy) C Vy.

Let 1 be an eigenvalue of B*, then i is also an eigenvalue of B (because a basis of V), can be
extended to a basis of )V, and in this basis B = (%* S) for some matrices C, D). Let v € V),
be an eigenvector of B* corresponding to u, by definition v # 0. Then Bv = B*v = uv.
Thus A and B have a common eigenvector v, note that Av = Av as v € V. |

Question 3(c) Reduce to canonical form the orthogonal matriz

2 1
3 3

O:

Wl [N [N
Wi

W oL [

2
3

Solution. Before solving this particular problem, we present a general discussion about
orthogonal matrices. An orthogonal matrix satisfies O'O = I, so its determinant is 1 or -1,
here we focus on the case where |O| = 1. If X is an eigenvalue of O and x a corresponding
eigenvector, then |A\?x'x = (0x)'Ox = x'O’Ox = x'x, so |A\| = 1. Since the characteristic
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polynomial has real coefficients, the eigenvalues must be real or in complex conjugate pairs.
Thus for a matrix of order 3, at least one eigenvalue is real, and must be 1 or -1. Since
|O| = 1, one real value must be 1, and the three possibilities are {1,1,1},{1,—1,—1} and
{1’ ew’ efiﬁ}‘

Here we consider the third case, as the given matrix has 1 and % + @%ﬁ as eigenvalues,
proved later.

Let Z = X; + iX, be an eigenvector corresponding to the eigenvalue €. Let X3 be
the eigenvector corresponding to the eigenvalue 1. Since Z and X3 correspond to different
eigenvalues, these are orthogonal, i.e. Z'X3 = (X} +iX5)X3 =0 = X[ X3 =0,X,X3 = 0.
Note that X;, X, X3 are real vectors. Since OZ = e¢?Z = (cos + isinf)(X; + iXs).
Equating real and imaginary parts we get

OX; = Xjcosf —Xysinf
OX, = X;sinf+ Xgycosl
S X10'0X; = (X cosf — X, sinf)(Xq cosf — Xy sin6)
= X|X; = X)X;cos®f— X,X; cosfsinf — X, Xy sinf cos ) + X5 Xy sin” §
= 0 = X)X;sin?0 — X,X,sin? 0 + 2X) X, cos 0 sin 0
= 0 = X[Xisinf—X;X,sinf +2X [ X5cos6 (1)

0

(Note that sinf # 0 since we are considering the case where €” is complex.) Similarly

X,0'0X; = (X]sinf+ X cosb)(Xy cost — Xy sin )
= X,X; = X)|X;sinfcosf — X Xysin? 0 — X, Xy sin 6 cos § + X5X; cos® 6
= 0 = X)Xjcos0—X)Xyco80 —2X)Xosinf (2)

Multiplying (1) by siné and (2) by cos @ and adding, we get X[ X; — X5,Xy =0 or X[ X; =
X5X5, so from (2), X1X5 =0, i.e. Xy, X5 are orthogonal.

Thus X;, X3, X3 are mutually orthogonal. We can assume that X{X; = X)X, = 1,
replacing Z by AZ, A € R if necessary. Similarly we can take X5X3 = 1. Let P = [X; X5 X3]
so that P'P = 1. Now

O[X; X2 X3] = [X1co80 — Xgsinf, Xy sinf + Xg cos b, Xs]
cosf sinf 0
= [X; X2 X3] | —sinf cosf 0

0 0 1
cos@ sinf 0
=P 'OP =POP = —sinf cosh O
0 0 1

which is the canonical form of O when the eigenvalues are 1, ¢e%, e,
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Solution of given problem.

2 2 1
% 13 32
O =15 35 =3
13 2
3 3 3
-2 -3 3 L2 2 1
O-M = |2 i-X F|=—] 2 1-3% -2
3 2 2\ 1 2 2-3)
1
= =[(2=3N)*(1=30) +4(2 = 34) + 1(3+3)) +2(6 — 61)]
1
= —2—7[27>\3—45/\2+45/\—27]
1
= —g[(A—l)(3>\2—2)\—3)]

Thus A =1, % + @¥ are eigenvalues of O.

Thus the canonical form of O is derived from above, where cos = %, sinf = %5:
1 2v2
2 1,
-5 3 0
0 0 1

The matrix P can be determined as follows (this is not needed for this problem, but is
given for completeness):

1. Let (x1, 22, x3) be an eigenvector for A = 1, then

1 9 +1 .
37t 37T g’

2 9 2 .
_x__x——l' _—
R e

1 +2 1 .
37t T3 37

Thus xo = 0,21 — x3 = 0, so we can take (1,0, 1) as an eigenvector.

2. The vectors Xy, X5 in the above discussion are determined by the requirements

OX; = Xjcosf —Xsysinf
0OX, = X;sinf + X,cosl
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where cosf = %, sinf = %ﬁ This gives us the following equations
2011 — 2T19 + 13 = @11 — T212V/2 (3)
2011 + T12 — 2713 = X1z — T992V/2 (4)
T+ 2012 + 2713 = @13 — T232V/2 (5)
2091 — 2T99 + oy = 2112V2 + 19 (6)
2091 + Top — 2To3 = T122V2 + Tag (7)
To1 + 20 + 2003 = T132V2 + o (8)

Adding the last 3 equations, we get v/2x9; = 211 + 215 + 213. Subtracting equation (6)
from (8), V2299 = 213 — 711, and from (7) V2293 = 211 — T19 + 213. Substituting these
in the first 3 equations and simplifying, we get x1; = —x13. Setting 11 = 0,215 = 1,
we get (0,1,0), (\/Lﬁ, 0, —\%) as a possible solution for Xy, Xo.

Putting these together we get

1
0 5 1
P=11 0 0
1
0 -5 1
1 2v2
3 3
We can now verify that OP =P _¥ % 0 |
0 0 1
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