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Question 1(a) Given two linearly independent vectors (1,0,1,0) and (0,—1,1,0) of R,
find a basis of R* which includes them.

Solution. Let v = (1,0,1,0),ve = (0,—1,1,0). Clearly these are linearly independent.
Let e, ez, es, e4 be the standard basis. Then vy, Vs, e1, €2, €3, e4 generate RY. We have to
find four vectors out of these which are linearly independent and include vy, va.

If avi+pBva+ve1 =0,thena+~v=0,—a=0,a+3=0= a= (=~ =0. Therefore
Vi, Vg, €7 are linearly independent.

We now show that vy, va, €1, e4 are linearly independent. Let avy + vy +ve; +deg =0
then 0 = 0, and therefore a« = 3 = v = 0 because vy, vy, e; are linearly independent.

Thus v1, Vs, €1, ey is a basis of R*.

Note that e = vy — vy —e1,€3 = v; — €7. [ |

Question 1(b) If V is a finite dimensional vector space over R and if f and g are two
linear transformations from V to R such that f(v) = 0 implies g(v) = 0, then prove that
g=M\f for some \ € R.

Solution. If g =0, take A =0, s0 g(v) =0=0f(v) for all ve V.

If g # 0, then f # 0. Thus Iv € V such that f(v) # 0 = Iw € V such that f(w) =1
(Note that f(ﬁ) =1).

Thus V/ker f = R, or dim(ker f) = n — 1. Similarly ker g has dimension n — 1. In fact,
ker f = kerg *." ker f C kerg and dim(ker f) = dim(kerg). Let {va,...,vn} be a basis of
ker f and extend it to {vi,Va,...,Vn} a basis of V. Then g = A\f with A = g(v1)/f(v1) "
if v=a1vi+...+ a,vy, then g(v) = a1g(v1) = ay A f(v1) = Af(v). i
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Question 1(c) Let T : R? — R3 be defined by T(x1, 79, 73) = (T2, 73, —CcT1 — bxo — axs3)
where a,b, c are fized real numbers. Show that T is a linear transformation of R and that
A3+ aA? + bA + cI = 0 where A is the matriz of T w.r.t. the standard basis of R3.

Solution. Let x = (z1,x2,23),y = (¥1,¥2,y3). Then
T(ax+ fy) = (axs+ By2, axs + frs, —c(axy + By1) — b(axy + By) — alaxs + Bys))
= (g, w3, —cxy — bry — axs) + B(y2, ys, —cyr — bya — ays)
= aT(x) + ST(y)

Thus T is linear.

Clearly
T(1,0,0) = (0,0,—c)
T(0,1,0) = (1,0,-b)
T(0,0,1) = (0,1, —a)
0O 1 0
A= 0o 0 1
—c —b —a
The characteristic equation of A is |A — AI| = 0.
! 0
0 A 1 =0
—c —b —a—A\
M@+ —-bA—c = 0
N +aX+bA+c = 0
Now by the Cayley-Hamilton theorem A3 4 aA? 4+ bA + cI = 0. [

Question 2(a) If A and B are two matrices of order 2 X 2 such that A is skew-Hermitian
and AB = B then show that B = 0.

Solution. We first of all prove that eigenvalues of skew-Hermitian matrices are 0 or pure
imaginary. Let A be skew-Hermitian, i.e. A = —A and let A\ be its characteristic root. If
X is an eigenvector of A\, then

Ax = Mx
= Xx = XAx
= —xAx
— _Axx
= —\X'x

Thus A = —\ " X'x # 0, showing that the real part of X is 0.

Now if B # 0 and cq, ¢y are the columns of B, then ¢; # 0 or c3 # 0. AB = B means
that Ac; = ¢y and Acs = co. Since either ¢y # 0 or ¢y # 0, 1 must be an eigenvalue of A,
which is not possible. Hence ¢; = 0 and cy = 0, which means B = 0. |
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Question 2(b) If T is a complex matriz of order 2 x 2 such that tr' T = tr T? = 0, then
show that T? = 0.

Solution. Let \;, \s be the eigenvalues of T, then A, \2 are the eigenvalues of T2, Given
that

tr'T = /\1+>\2:0
trT? = AN +A=0

0=XN+XN =X+ (-M)? = X =0and from A\ + Ay = 0 we get \; = Ay = 0. The
characteristic equation of T is (z — Aj)(z — Xg) = 0, or 22 = 0. By Cayley-Hamilton
theorem, we immediately get T2 = 0. |

Question 2(c) Prove that a necessary and sufficient condition for an n x n real matriz A
to be similar to a diagonal matrix is that the set of characteristic vectors of A includes a set
of n linearly independent vectors.

Solution.
Necessity: By hypothesis there exists a nonsingular matrix P such that

A0 .00
piAp_p_| 0 Y o 0
000 ... A
Let P = [cy,Ca, ..., Cy), where each ¢; is an n-row column vector.
Alcy,Ca,...,Ch] =[c1,C2,...,cn]D = [AiC1, AaCa, . .., Ay
so Ac; = N for i = 1,...,n. Thus cq,ca,...,c, are characteristic vectors of A corre-
sponding to the eigenvalues Aq,...,\,. Since P is nonsingular, cq,cs,...,c, are linearly

independent. Thus the set of characteristic vectors of A includes a set of n linearly indepen-
dent vectors.

Sufficiency: Let cq,ca, ..., c, be n linearly independent eigenvectors of A corresponding
to eigenvalues Aj, ..., A,. Thus Ac; = \ic; fori = 1,...,n. Let P = [cq,Ca,..., ¢y, then
P is nonsingular (otherwise 0 is an eigenvalue of P, so Ix = (x1,...,2,) # 0 such that
Px=0= zic1 + ...+ 2,¢h = 0= cy,Ca,...,Cy, are not linearly independent.). Clearly

A1 O 0
piap_p-| 0 * 0
0 0 An
|
3

For more information log on www.brijrbedu.org.

Copyright By Brij Bhooshan @ 2012.



Question 3(a) Let A be a m x n matriz. Show that the sum of the rank and nullity of A
8 N.

Solution. The matrix A can be regarded as a linear transformation A : F* — F™ where
F is the field to which the entries of A belong, and the bases for 7", F™ are standard bases.

Let T : V — W be a linear transformation, where dim(V) = n,dim(W) = m. We shall
show that dim(T(V)) + dim(kernel T') = n.

Take Vi _yi1,...,Vn to be any basis of kernel T, where dim(kernel T) = r. Complete it
to a basis vi,...,Vy_rt1...,Vn of V. We shall show that T(vy),..., T(vy_,) are linearly
independent and generate T(V), thus dim(T(V)) =n —r.

If w € T(V), then 3v € V such that T(v) =w. If v=a;vy + ... + @,Vpn,a; € F, then
w=T(WV)=o0T(v1)+... + @ T(Vn_r) because T(v;) = 0 for i > n —r. Thus T(V) is
generated by T(vy1),..., T(vp_y).

If oy T(vy)+...4+ @y T(vy_y) =0, then T(ayvy + ... 4+ @y Vn_r) = 0. This implies
a1vi+...+a, vy € kernel T = ayvi+.. .+ @, Vo r = Oy pi1Vn rr1+. ..+, vy But
Vi,...,Vy are linearly independent, so «; = 0 fori = 1,...,n. Hence T(vy),..., T(vy_,) are
linearly independent, so they form a basis for T(V). Thus dim(T(V)) +dim(kernel T) = n.H

Question 3(b) Find all real 2 x 2 matrices A with real eigenvalues which satisfy AA’ = 1.

Solution. Since AA' =1, |A| = +£1. If |A| =1, then

(ea)(ha)=(at)

soa?+ =1, +d*=1,ac+bd=0,ad —bc=1. Let a = cos,b = sinf. Then

ccos +dsinf =0 N ccosfsinf + dsin® @ = 0 i 0 c— —sing
—csinf +dcosf =1 —csinfcos@ + dcos? § = cos = co8F, = =S
Thus A = c0§0 sin 6 , 0 is real.
—sinf@ cosf
Now the eigenvalues of A are given by
cosf — \ sin 8
A = AL = —sinf  cosf — A\ =0

So (cos® — \)? +sin?f =0, or A2 — 2\cosf + 1 = 0. Thus

)= 2cosf ++/4cos2f — 4

5 =cosf Lt isinb

Since the eigenvalues of A are real, sinf = 0, so cos = +1. Thus

10 -1 0
)G
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If A= —1,J = ( 01 ) then |JA| = 1. Also JA(JA) = JAA'Y = JJ = . Thus

10
JA:(C089 sm€>

—sinf cos®

A_Jt cosf sing \ [0 1 cosf sinf \ [ —sinf cos®
- —sinf cosf /] \1 0 —sinf cosf ) cosf siné

Now the eigenvalues of A are given by

A+sinf  —cos@ | o . o b0
—cosf A —siné ‘_/\ —sin“f —cos* 0 =\ —1

0:|)\I—A|:’

Hence A = +1, so the eigenvalues are always real. Thus the possible values of A are

1 0 -1 0 —sinf@ cosf
(0 1)’( 0 —1)’( cos sin@) for all real &

Question 3(c) Reduce to diagonal matriz by rational congruent transformation the sym-
melric matriz
1 2
A= 2 0 3
-1 3 1

Solution. The corresponding quadratic form is

2 + 22 4 day — 222 + 6y

= (z+2y—2)* —49° + 10yz
5., 25,

= 2y — 2V — 4y — Z2)2 4+ ==
(@ 42y —2)" =4y — 32)° + 2
25

= X2 —4Y%+ ZZ2

where X =2 +2y —2,Y =y —52/4,Z = z. From this we get 2 = Z,y =Y +52/4,z =
X —2Y — 37, Thus

1 0 0 1 00 1 2 -1 1 -2 -3
0 -4 0 |=(-210 2 0 3 0o 1 2
0 0 % -3 3 -1 3 1 0 0 1
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